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The distribution of the spacing, or the difference between consecutive order statistics,
is known only for uniform and exponential random variates. We add here logistic and
Gumbel variates, and present an estimator for distributions with a known inverse
cumulative density function. We show the estimator is accurate to the limit of
numerical simulations for points near the middle of the order statistics, but degrades
by up to 20% in the tails.

1 Spacings

Following Pyke’s notation, the density Diof the spacing for a distribution with density f(x) and cumulative density
(c.d.f.) F (x) is (Pyke 1965, eq. (2.7))

fDi(y) =
n!

(i− 2)!(n− i)!

∫ ∞
−∞
{F (x)}i−2 {1− F (x+ y)}n−i f(x)f(x+ y)dx (1)

This follows from the density of the order statistic, with the i’th value factored out. i is the index of the upper point,
so that 2 ≤ i ≤ n with n the number of points drawn. The expected value and variance follow normally from the
moments of this density.

E
{
Di

}
=

∫ ∞
0

yfDi(y)dy (2)

V
{
Di

}
=

∫ ∞
0

(y − E
{
Di

}
)2fDi(y)dy (3)

We have results for the spacing of the uniform and exponential distributions. Details of the derivation are given
in the Appendices; the following presents just the results.

For uniform variates over an arbitrary range [a, b] the density function and c.d.f. are

f(x) = 1/(b− a) a ≤ x ≤ b
F (x) = (x− a)/(b− a) a ≤ x ≤ b (4)
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with f(x) zero outside the range and F (x) zero below and one above. These give a spacing density of

fDi,unif (y) =
n

b− a

(
b− y − a
b− a

)n−1
(5)

The expected spacing is

E
{
Di,unif

}
=
b− a
n+ 1

(6)

and the variance of the spacing is

V
{
Di,unif

}
=

n

(n+ 2)

(
b− a
n+ 1

)2

(7)

Taken over the unit range, these results match Pyke. The variance is smaller than the square of the expected value
by n/(n+ 2).

For exponential variates with rate parameter λ the density function and c.d.f. are

f(x) = λe−λx

F (x) = 1− e−λx (8)

The spacing density is

fDi,exp(y) = λ(n− i+ 1)e−λ(n−i+1)y (9)

This gives an expected spacing of

E
{
Di,exp

}
=

1

λ(n− i+ 1)
(10)

and variance

V
{
Di,exp

}
=

1

λ2(n− i+ 1)2
(11)

Unlike uniform draws, the spacing for the exponential depends on the index of the data point i. The exponential
distribution is one-sided so the spacing increases as i → n, or as we sample further into the distribution’s tail. This
variance is the square of the expected spacing.

We can also solve (1), (2), and (3) for logistic variates. This distribution takes two parameters, the location or
mean µ and scale or standard deviation σ. The density function and c.d.f are

f(x) =
e−z

σ(1 + e−z)2

F (x) =
1

1 + e−z
(12)

using z = (x− µ)/σ. The density of the spacing follows from (1) using known integrals, giving

fDi,logis(y) =
1

σ
ey/σ

(n− i+ 1)(i− 1)

n+ 1
2F1

(
i, n− i+ 2;n+ 2; 1− ey/σ

)
(13)

2



The hypergeometric function converges only if |1− ey/σ| < 1, which will not always be true. An analytic continuation
outside this region works, and (13) matches a numeric integration of (1) except for y/σ ≈ ln 2.

We cannot substitute this directly into (2) and solve, but by combining the density and expectation values into
one equation and swapping the integrals, so that the first integration over y includes the f(x+y) and F (x+y) factors
from (1), we do find a closed form solution. The expected value of the spacing is

E
{
Di,logis

}
=

σn!

(i− 2)!(n− i+ 1)!

{(
1

i− 1

)2

−
n−i∑
k=1

(n− i− k)!(i− 2)!

(n− k)!

}
(14)

ignoring the summation if i = n.

The variance of the spacing can be done, but the result is complicated. Using an alternate form of (3),

E
{
D2
i

}
=

∫ ∞
0

y2fDi(y)dy

V
{
Di

}
= E

{
D2
i

}
−
[
E
{
Di

}]2
(15)

we can find a closed-form expression for the expected value of the square of the spacing.

E
{
D2
i,logis

}
=

2σ2n!

(i− 2)!(n− i+ 1)!



−
n−i∑
k=1

1

k

(
1

−i+ 1

)2

+

n−i∑
k=2

k−1∑
l=1

1

k

(k − 1− l)!(i− 2)!

(k − 1− l + i)!

+

∞∑
k=1

(−1)k

k2
(Iout3B − Iout3A)

− 1

−i+ 1

π2

12

1

2i

+
1

−i+ 1

i−2∑
j=1

1

i− 1− j

[
ln 2−

i−2−j∑
l=1

1

i− 1− j − l
1

2i−1−j−l

]


The intermediate result Iout3B − Iout3A depends on whether k < i− 1, in which case

Iout3B − Iout3A =
(−1)k(i+ k − 2)!

(k − 1)!

 k∑
j=2

(−1)j

2i−1
(j − 2)!

(i+ j − 2)!
+

1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2




− k!(i− k − 2)!

2i−1

2i−1 − 1

(i− 1)!
−

k∑
j=1

1

j!(i− j − 1)!

 (16)
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or if it is not, then

Iout3B − Iout3A =
(−1)k(i+ k − 2)!

(k − 1)!

 k∑
j=2

(−1)j

2i−1
(j − 2)!

(i+ j − 2)!
+

1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2




− (−1)kk!

(k + 1− i)!

 k∑
j=1

(−1)j

2i−1
(j − i)!
j!

+ (−1)i
1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2


 (17)

Simulations suggest that the variance simplies to the square of the expected spacing, as also happens for the expo-
nential; however, we have not worked through the series to see if this result is actually true. The relationship does
not hold for the other distributions considered in this paper, including the uniform as noted above and by further
simulation the rest.

A solution for draws from a Gumbel distribution also follows from known integrals. The distribution takes two
parameters, a location or mean µ and scale σ. The density function and c.d.f. are

f(x) =
1

σ
e−(z+e

−z)

F (x) = e−e
−z

(18)

again using z = (x− µ)/σ. The density of the spacing is

fDi,gumb(y) =
n!

(i− 2)!(n− i!)
ey/σ

σ

n−i∑
k=0

(
n− i
k

)
(−1)n−i+k(

ey/σ(i− 1) + n− i+ 1− k
)2 (19)

and the expected value is

E
{
Di,gumb

}
= i

(
n

i

)
σ

{
− 1

n− i+ 1
ln(i− 1) +

n−i∑
k=0

(−1)k
(
n− i
k

)
1

1 + k
ln(i+ k)

}
(20)

The alternating series of logarithms translates to a single fraction with odd and even k separated into the denominator
and numerator (if n− i is even, otherwise numerator and denominator). Individual factors are then raised to a power
given by their binomial coefficient, and to leading order this does sum to close to one because over the range of k the
even and odd binomial coefficients each sum to the same value, balancing the polynomial order of both. An expression
for the variance of the spacing is not possible.

The series for the logistic and Gumbel expected spacings are difficult to evaluate, because the terms must nearly
cancel to counteract the combinatorial explosion. The factorial factors in (14) and (20) can reach O(10n/3), but the
final value is O(1). Performing the sum requires high precision libraries. For the logistic series this gives results that
match numeric integration of the base equation, (2). For the Gumbel series additional work is needed to get the final
form, as described in Appendix 4.

2 Spacing Estimator

Other distributions do not have analytic expressions for their spacing: (1) does not reduce to known integrals for
them, and without a density function we cannot solve for the expected spacing or variance. Some distributions, such
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as the normal, beta, χ2, and t, do not have closed forms for their c.d.f. Others, including Rayleigh, Weibull, and
Frechet, have higher powers of exponentials in their c.d.f. so that the shift x + y does not separate. But we can
estimate the expected spacing.

Drawing a random variable from a distribution can be done by passing a uniform variate through the inverse c.d.f.
F−1(p); this is also called the quantile function. We know from (6), though, that the n points are placed equally over
the range [0,1]. If pj be these values, then the spacing on average will be the difference of the mapped points.

∼
E
{
Di

}
= F−1(pi)− F−1(pi−1) (21)

Dividing by the uniform spacing we get a finite difference approximation of the derivative.

∼
E
{
Di

}
=
F−1(pi)− F−1(pi−1)

pi − pi−1
(pi − pi−1)

=
dF−1(p)

dp
∆p (22)

We call this the quantile estimator of the expected spacing.

For exponential variates the estimator is exact. The inverse c.d.f. is

F−1(p) = − 1

λ
ln(1− p) (23)

and differentiating gives

dF−1(p)

dp
=

1

λ

1

1− p
(24)

If

pi =
i− 1

n
∆p = 1/n (25)

then
∼
E
{
Di,exp

}
=

1

λ

1

1− p
∆p =

1

λ(n− i+ 1)
(26)

which is just (10).

For uniform variates ∆p = 1/(n + 1) in (6), which differs from (25). The explanation is usually made (in (Pyke
1965), for example) that the uniform distribution is bounded on both sides, allowing a spacing for i = 1, but that the
exponential is bounded on only one, so there is one less interval. However, we will see that unbounded distributions
still use (25).

For logistic variates the estimator is also exact. The result is much simpler than (14). The inverse c.d.f. and its
derivative are

F−1(p) = µ+ σ ln

(
p

1− p

)
dF−1(p)/dp = σ

1

p(1− p)
(27)
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Then

∼
E
{
Di,logis

}
=

σ

p(1− p)
∆p =

σ
i−1
n

(
1− i−1

n

) 1

n
=

σn

(i− 1)(n− i+ 1)
(28)

The series in (14) simplifies by first putting everything on a common denominator, which eliminates the n! and (i−1)!
factors and introduces products, and then combining one factor from the leading (non-series) term with the last in
the series, which builds a factorial that ends in (n− i)!. The final cancellation gives (28). Details are in Appendix 5.

The estimator cannot be exact for Gumbel variates. The inverse c.d.f. and its derivative are

F−1(p) = µ− σ ln (− ln(p))

dF−1(p)/dp = σ
1

p

−1

ln(p)
(29)

which gives as an estimator

∼
E {Di,gumb} =

−σ
p ln(p)

∆p =
−σ

(i− 1) ln ((i− 1)/n)
(30)

The logarithm of i − 1 here is in the denominator, not the numerator as in (20), and there is no way to invert the
value to potentially match the two.

This is true for other distributions with an invertible c.d.f., from which we can calculate the quantile estimator.
Table 1 presents these distributions. They divide into three groups. In one the estimator depends on powers of p;
the group includes exponential, logistic, Laplace, and Pareto variates. The second group involves combinations of p
and ln p and includes the Gumbel, Rayleigh, Weibull, and Frechet distributions. The third group has the exceptions,
uniform variates with constant spacing, and Cauchy, whose estimator uses the secant of p. In the first group the
exponential and Pareto distributions are one-sided so the spacing increases only at large indices i; the logistic and
Laplacian distributions are symmetric (as is the Cauchy). The second group has generally asymmetric distributions
with longer tails and greater spacing, usually at larger i. We use as default parameters zero mean or location and
unit scale or standard deviation, picking instead for the exponential λ = 1; for the Pareto a = 4 and b = 1; for the
Weibull a = 5 and b = 1.5; and for the Frechet λ = 3, µ = 0, and σ = 1. These values emphasize differences between
the spacing.

Define the approximation error as the absolute difference between the quantile estimator and the expected spacing
as measured in a large number of draws of n points. We used 100 million trials to reduce the noise of the measurement,
and the default parameters given above. The plots are on a log-log scale to better separate the curves and values; the
scale does not reflect a functional relationship. Plots are made for draws of 25, 75, and 250 points.

Figure 1 presents the first (p) group of distributions. Because the exponential and logistic estimators are exact,
the top two graphs show the noise floor of the simulations, on the order of 10−6−10−5. The error increases in the tails
(one-sided for the exponential at large i, both large and small i for the logistic) to 10−4. The logarithmic compression
on the x axis seems to create an imbalance between the left and right tails for the logistic, but the increase in the
error is the same, and matches on the right the behavior of the exponential.

The error for the Laplace spacing increases for points near the center of the distribution (i = n/2). It is here at
the mid-point that the distribution pastes together two exponentials. The derivative does not exist and the actual
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expected spacing rounds off the joint, producing the larger error. The tails follow the error in the logistic results and
match the noise floor.

The one-sided nature of the Pareto distribution shows in its approximation error, which increases in the tail to
the right, for i > n/3. The estimator trails the mean by up to 18%. The error at small i rises above the noise floor
for the smaller draws. It seems like a correction to the estimator might be possible, but none could be found.

Figure 2 shows the approximation error in the second group of distributions. Similar to the Pareto, the minimum
error shifts with the draw size, is higher than the noise floor, and changes with the variate. The asymmetry of the
distribution pushes the minimum a little off the mid-point at n/2. The error rises in the tail, to 6–7% for the Gumbel,
13% for the Rayleigh at i = 2 and 4–5% at i = n, and 11% for the Weibull at small i and 2–4% at large. In all three
cases the estimator is greater than the measured spacing.

The Frechet curves are fundamentally different. The sharp minimum near n/4 represents a crossing of the estimator
to the measured value. For small i the estimator is larger than the measurement, and for large i it is smaller. The
error is 8% at i = 2 and 26% at i = n.

The Cauchy approximation error, presented in Figure 3, has a similar form as the Group 2 curves, but increases
more rapidly because the tails are larger. The minimum error occurs at i = n/2, since the distribution is symmetric,
and is much larger than the others.

It is clear from these graphs that the minimum error scales inversely with the square of the size of the draw (1/n2).
The proportionality constant varies over two orders of magnitue (Table 2). The position is near the center of the
draw, except for the one-side Pareto. These results are based on draws of 10 to 250 samples. The minimum errors
are generally one or two orders of magnitude above the noise floor.

3 Conclusion

To the known spacing for uniform and exponential variates, we have added analytical results for draws from a logistic
or Gumbel distribution. The expected spacing and its variance for the logistic have series whose terms almost exactly
cancel and counteract the combinatorial scaling factor. This requires using high-precision math libraries, but the
results match numeric integration of the base equations and simulated draws.

The quantile estimator of the expected spacing happens to match the series for the logistic distribution, and is
significantly simpler. For other distributions with analytic expressions for the inverse c.d.f. the estimator is only
an approximation. It is most accurate for middle points, with errors of 10−3 – 10−2 for the smallest sample sizes
(n ≤ 25), improving to 10−5 – 10−4 for large draws (n ≥ 100). This is about 10 times higher than the noise floor of
our simulations. The error grows in the tail, and can reach 15–20% in draws farthest from the peak of an asymmetric
distribution.
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Figure 2: Difference between the mean spacing and quantile estimator for the p, ln p distributions: the Gumbel,
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Appendix 1 Spacing for Uniform Variates

Density Function

The density function is

fDi,unif (y) =
n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
x− a
b− a

)i−2(
1− x+ y − a

b− a

)n−i(
1

b− a

)(
1

b− a

)
dx

=
n!

(i− 2)!(n− i)!

(
1

b− a

)i ∫ ∞
−∞

(
b− x− y
b− a

)n−i
(x− a)

i−2
dx

=
n!

(i− 2)!(n− i)!

(
1

b− a

)n ∫ b−y

a

(x− a)i−2(b− y − x)n−idx

where the lower bound of the integral is determined by the larger of a and a− y, since the two density functions are
0 below these limits, and the upper by the smaller of b and b − y. From (Gradshteyn and Ryzhik 1980, (3.196.3))
(please note that variables in any cited equation may be changed to avoid conflicts with our analysis)∫ β

α

(x− α)µ−1(β − x)ν−1dx = (β − α)µ+ν−1B(µ, ν)

With µ = i− 1 and ν = n− i+ 1, both of which are positive and meet the requirements for the definite integral, and
α = a, β = b− y,

fDi,unif (y) =
n!

(i− 2)!(n− i)!

(
1

b− a

)n
(b− y − a)n−1B(i− 1, n− i+ 1)

Because the index and sample sizes are integers,

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
=

(x− 1)!(y − 1)!

(x+ y − 1)!

So

fDi,unif (y) =
n!

(i− 2)!(n− i)!

(
1

b− a

)n
(b− y − a)n−1

(i− 2)!(n− i)!
(n− 1)!

= n

(
1

b− a

)n
(b− y − a)n−1

=
n

b− a

(
b− y − a
b− a

)n−1
(U.1)

For the standard range, a = 0 and b = 1 and this simplifies to (Pyke 1965, (2.3))
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Expected Spacing

The expected spacing or first moment is

E
{
Di,unif

}
=

∫ ∞
0

yfDi(y)dy

=

∫ b−a

0

y
n

b− a

(
b− a− y
b− a

)n−1
dy

=
n

(b− a)n

∫ b−a

0

y(b− a− y)n−1dy

The integral’s upper bound is the maximum spacing possible. Also using (Gradshteyn and Ryzhik 1980, (3.196.3))
with µ = 2 and ν = n,

E
{
Di,unif

}
=

n

(b− a)n
(b− a)n+1B(2, n)

= n(b− a)
1!(n− 1)!

(n+ 1)!

=
b− a
n+ 1

(U.2)

The result again matches the formula in Pyke for the unit range.

Variance of Spacing

The variance of the spacing starts with the second moment. Once again with (Gradshteyn and Ryzhik 1980, (3.196.3))
and µ = 3 and ν = n,

E
{
D2
i,unif

}
=

∫ ∞
−∞

y2fDi(y)dy

=
n

(b− a)n

∫ b−a

0

y2(b− a− y)n−1dy

=
n

(b− a)n
(b− a)n+2 2!(n− 1)!

(n+ 2)!

=
2(b− a)2

(n+ 2)(n+ 1)
(U.3)
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The variance is

V
{
Di,unif

}
= E

{
D2
i,unif

}
− E2

{
Di,unif

}
=

2(b− a)2

(n+ 2)(n+ 1)
− (b− a)2

(n+ 1)2

=
2(n+ 1)− (n+ 2)

(n+ 2)(n+ 1)2
(b− a)2

=
n

(n+ 2)

(
b− a
n+ 1

)2

(U.4)

This too matches Pyke.
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Appendix 2 Spacing for Exponential Variates

Density Function

The density function is

fDi,exp(y) =
n!

(i− 2)!(n− i)!

∫ ∞
0

(
1− e−λx

)i−2 {
1−

(
1− e−λ(x+y)

)}n−i
λe−λxλe−λ(x+y)dx

=
n!

(i− 2)!(n− i)!
λ2
∫ ∞
0

(
1− e−λx

)i−2
e−λ(n−i)xe−λ(n−i)ye−λ2xe−λydx

=
n!

(i− 2)!(n− i)!
λ2e−λ(n−i+1)y

∫ ∞
0

(
1− e−λx

)i−2
e−λ(n−i+2)xdx

where the restriction x ≥ 0 sets the lower limit. From (Gradshteyn and Ryzhik 1980, (3.312.1))∫ ∞
0

(
1− e−x/β

)ν−1
e−µxdx = βB(βµ, ν) = β

(βµ− 1)!(ν − 1)!

(βµ+ ν − 1)!

With β = 1/λ, ν = i− 1, µ = λ(n− i+ 2), βµ = n− i+ 2

fDi,exp(y) =
n!

(i− 2)!(n− i)!
λ2e−λ(n−i+1) 1

λ

(n− i+ 1)!(i− 2)!

n!

= λ(n− i+ 1)e−λ(n−i+1)y (E.1)

This is one factor of (Pyke 1965, (2.9)).

Expected Spacing

The expected spacing is

E
{
Di,exp

}
=

∫ ∞
0

yfDi(y)dy = λ(n− i+ 1)

∫ ∞
0

ye−λ(n−i+1)ydy

Using (Gradshteyn and Ryzhik 1980, (2.322.1))∫
xeaxdx = eax

(
x

a
− 1

a2

)
we get

E
{
Di,exp

}
= λ(n− i+ 1)

[
e−λ(n−i+1)y

{
y

−λ(n− i+ 1)
− 1

λ2(n− i+ 1)2

}]∞
0

=

[
−ye−λ(n−i+1)y − 1

λ(n− i+ 1)
e−λ(n−i+1)y

]∞
0

=
1

λ(n− i+ 1)
(E.2)
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where the exponential dominates at the upper bound, driving both terms to zero, and the first term drops at the
lower bound.

Some authors define a normalized spacing for exponential variates, multiplying (E.2) by (n − i + 1) to give a
constant expected value of 1/λ; see (Proschan and Pyke 1967) for an example. This compenstates for the spacing’s
growth in the tails. Note that the factor also appears in many of the quantile estimators, often in combination with
a second scaling factor for the other tail. The second factor sometimes involves i − 1 and sometimes lnn − i + 1 or
ln i− 1.

Variance of Spacing

Following what we did for the uniform distribution, we calculate first the second moment,

E
{
D2
i,exp

}
=

∫ ∞
0

y2fDi(y)dy = λ(n− i+ 1)

∫ ∞
0

y2e−λ(n−i+1)ydy

with (Gradshteyn and Ryzhik 1980, (2.322.2))∫
x2eaxdx = eax

(
x2

a
− 2x

a2
+

2

a3

)
a = −λ(n− i+ 1) is also the factor before the integral, leaving

E
{
D2
i,exp

}
=

[
e−λ(n−i+1)y

{
−y2 − 2y

λ(n− i+ 1)
− 2

λ2(n− i+ 1)2

}]∞
0

=
2

λ2(n− i+ 1)2
(E.3)

Here too only the last term survives at the lower bound. The variance then follows as

V
{
Di,exp

}
= E

{
D2
i,exp

}
− E2

{
Di,exp

}
=

2

λ2(n− i+ 1)2
− 1

λ2(n− i+ 1)2

=
1

λ2(n− i+ 1)2
(E.4)
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Appendix 3 Spacing for Logistic Variates

Density Function

Starting with the distribution’s density functions and substituting z = (x− µ)/σ, dz = dx/σ, and w = y/σ,

f(x) =
e−z

σ(1 + e−z)2
f(x+ y) =

e−ze−w

σ(1 + e−ze−w)2

F (x) =
1

1 + e−z
F (x+ y) =

1

1 + e−ze−w

The spacing’s density function is

fDi,logis(y) =
n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i−2(
1− 1

1 + e−ze−w

)n−i(
e−z

σ(1 + e−z)2

)(
e−ze−w

σ(1 + e−ze−w)2

)
σdz

=
n!

(i− 2)!(n− i)!
1

σ
e−w

∫ ∞
−∞

(
1

1 + e−z

)i−2(
e−ze−w

1 + e−ze−w

)n−i
e−2z

(
1

1 + e−z

)2(
1

1 + e−ze−w

)2

dz

=
n!

(i− 2)!(n− i)!
1

σ
e−w

∫ ∞
−∞

(
1

1 + e−z

)i(
1

1 + e−ze−w

)n−i+2

e−(n−i)ze−(n−i)we−2zdz

=
n!

(i− 2)!(n− i)!
1

σ
e−(n−i+1)w

∫ ∞
−∞

(
1

1 + e−z

)i(
1

1 + e−ze−w

)n−i+2

e−(n−i+2)zdz

=
n!

(i− 2)!(n− i)!
1

σ
e−(n−i+1)w

∫ ∞
−∞

(
1

1 + e−z

)i(
ew

ew + e−z

)n−i+2

e−(n−i+2)zdz

=
n!

(i− 2)!(n− i)!
1

σ
ew
∫ ∞
−∞

(
1

1 + e−z

)i(
1

ew + e−z

)n−i+2

e−(n−i+2)zdz (L.1)

This has the form of the definite integral (Gradshteyn and Ryzhik 1980, (3.315.1))∫ ∞
−∞

[
1

eβ + e−x

]ν [
1

eγ + e−x

]ρ
e−µxdx = e(µ−ρ)γ−βνB(µ, ν + ρ− µ)2F1

(
ν, µ; ν + ρ; 1− eγ−β

)
We have β = 0, γ = w, ρ = n − i + 2, µ = n − i + 2, and ν = i. These values satisfy the conditions on the integral:
|Im(β)| = 0 < π; |Im(γ)| = 0 < π; and Re(ν + ρ) = n + 2 > Re(µ) = n − i + 2 > 0. Now (µ − ρ)γ − βν is zero and
the exponential falls out, leaving

fDi,logis(y) =
n!

(i− 2)!(n− i)!
1

σ
ewB(n− i+ 2, i)2F1 (i, n− i+ 2;n+ 2; 1− ew)

=
1

σ
ew

n!

(i− 2)!(n− i)!
(n− i+ 1)!(i− 1)!

(n+ 1)!
2F1 (i, n− i+ 2;n+ 2; 1− ew)

=
1

σ
ey/σ

(n− i+ 1)(i− 1)

n+ 1
2F1

(
i, n− i+ 2;n+ 2; 1− ey/σ

)
(L.2)
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Expected Spacing

To avoid integrating the hypergeometric function we can change the order of the integrals when calculating the
expected spacing. Starting with (L.1) and making the same substitutions z and w, so dw = dy/σ and the integration
bounds stay the same,

E
{
Di,logis

}
=

∫ ∞
0

yfDi(y)dy

=
n!

(i− 2)!(n− i)!

∫ ∞
0

y

σ
ewdy

∫ ∞
−∞

(
1

1 + e−z

)i(
1

ew + e−z

)n−i+2

e−(n−i+2)zdz

=
σn!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−(n−i+2)z

∫ ∞
0

wew
(

1

ew + e−z

)n−i+2

dwdz

Doing the inner integral by parts,

Iin =

∫ ∞
0

wew
(

1

ew + e−z

)n−i+2

dw

we set u = w, du = dw, and

dv = ew
(

1

ew + e−z

)n−i+2

dw

Letting η = n− i+ 2, t = ew + e−z, and dt = ewdw = (t− e−z)dw,

dv = t−ηdt

v =
t−(η−1)

−(η − 1)

and the integral becomes

Iin =
[
uv
]∞
0
−
∫ ∞
0

vdu

=

[
w

−(η − 1)

(
1

ew + e−z

)η−1]∞
0

− 1

−(η − 1)

∫ ∞
0

(
1

ew + e−z

)η−1
dw

The first term goes to zero at both limits, so

Iin =
1

η − 1

∫ ∞
0

(
1

t

)η−1
1

t− e−z
dt

The integral has a known solution (Gradshteyn and Ryzhik 1980, (2.117.4))∫
dx

xm(a+ bx)
=

(−1)mbm−1

am
ln

(
a+ bx

x

)
+

m−1∑
k=1

(−1)kbk−1

(m− k)akxm−k
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With m = η − 1, a = −e−z, and b = 1 this becomes∫ (
1

t

)η−1
dt

t− e−z
=

(−1)η−1(1)η−2

(−e−z)η−1
ln

(
−e−z + t

t

)
+

η−2∑
k=1

(−1)k(1)k−1

(η − 1− k) (−e−z)k

(
1

t

)η−1−k

=
1

e−(η−1)z
ln

(
ew

ew + e−z

)
+

η−2∑
k=1

1

η − 1− k
1

e−kz

(
1

ew + e−z

)η−1−k

= e(η−1)z ln

(
ew

ew + e−z

)
+

η−2∑
k=1

1

η − 1− k
ekz
(

1

ew + e−z

)η−1−k

The series is ignored if n = i. At w =∞ the first term goes to ln(1), which is zero, and the exponential in the second
term’s denominator drives it to zero, because the exponent η− 1− k is positive. At w = 0 the exponentials go to one,
leaving

Iin =
−1

η − 1

{
−e(η−1)z ln

(
1 + e−z

)
+

η−2∑
k=1

1

η − 1− k
ekz
(

1

1 + e−z

)η−1−k}

If we substitute back η we have finally

Iin =
1

n− i+ 1

{
e(n−i+1)z ln

(
1 + e−z

)
−
n−i∑
k=1

1

n− i+ 1− k
ekz
(

1

1 + e−z

)n−i+1−k
}

(L.3)

Evaluating the outer integral,

E
{
Di, logis

}
=

σn!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−(n−i+2)zIindz

=
σn!

(i− 2)!(n− i+ 1)!

∫ ∞
−∞

e−z
(

1

1 + e−z

)i
ln
(
1 + e−z

)
dz

− σn!

(i− 2)!(n− i+ 1)!

n−i∑
k=1

1

n− i+ 1− k

∫ ∞
−∞

e−(n−i+2−k)z
(

1

1 + e−z

)n+1−k

dz

To evaluate the first integral, transform t = 1 + e−z and dt = −e−zdz, which changes the integration limits, giving∫ ∞
−∞

e−z
(

1

1 + e−z

)i
ln
(
1 + e−z

)
dz =

∫ 1

∞
−
(

1

t

)i
ln t dt =

∫ ∞
1

t−i ln t dt
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which we integrate by parts with u = ln t, du = dt/t, dv = t−idt, and v = t−i+1/(−i+ 1). This means∫ ∞
1

t−i ln t dt =

[
1

−i+ 1
t−i+1 ln t

]∞
1

−
∫ ∞
1

1

−i+ 1
t−i+1 1

t
dt

=

[
1

−i+ 1
t−i+1 ln t

]∞
1

−
∫ ∞
1

1

−i+ 1
t−idt

=

[
1

−i+ 1
t−i+1 ln t

]∞
1

−

[(
1

−i+ 1

)2

t−i+1

]∞
1

=

[
1

−i+ 1
t−i+1 ln t− 1

(−i+ 1)2
t−i+1

]∞
1

=

(
1

−i+ 1

)2

because at the upper limit the t−i+1 goes to 0 (remember, i >= 2), and at the lower the t dependence disappears.

The second integral requires another known formula, (Gradshteyn and Ryzhik 1980, (3.314))∫ ∞
−∞

e−µx(
eβ/γ + e−x/γ

)ν dx = γeβ(µ−
ν
γ )B(γµ, ν − γµ)

We have µ = n − i + 2 − k, β = 0, γ = 1, and ν = n + 1 − k. The integral has a number of conditions, all of which
are met: |Im(β)| = 0 < πRe(γ) = π; Re(ν/γ) = n + 1 − k > Re(µ) = n − i + 2 − k, which holds since i ≥ 2; and
Re(µ) = n− i+2−k > 0, which is true at the largest k = n− i. With β = 0 the exponential vanishes and the integral
is ∫ ∞

−∞
e−(n−i+2−k)z

(
1

1 + e−z

)n+1−k

dz = B(n− i+ 2− k, i− 1)

Combining the two and expanding the beta function, then dividing out the n− i+ 1− k factor before the second
integral, gives

E
{
Di,logis

}
=

σn!

(i− 2)!(n− i+ 1)!

{(
1

i− 1

)2

−
n−i∑
k=1

(n− i− k)!(i− 2)!

(n− k)!

}
(L.4)

Variance of Spacing

We will use the same approach to calculate E
{
D2
i,logis

}
.

E
{
D2
i,logis

}
=

n!

(i− 2)!(n− i)!

∫ ∞
−∞
{F (x)}i−2 f(x)

∫ ∞
0

y2 {1− F (x+ y)}n−i f(x+ y)dydx

=
n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−(n−i+2)zdz

∫ ∞
0

y2

σ
ey/σ

(
1

ey/σ + e−z

)n−i+2

dy (L.5)
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Let w = y/σ so dw = dy/σ and the integration limits don’t change, and again set η = n− i+ 2. Then

E
{
D2
i,logis

}
=

σ2n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−ηzdz

∫ ∞
0

w2ew
(

1

ew + e−z

)η
dw

=
σ2n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−ηzIin(z)dz (L.6)

Iin(z) =

∫ ∞
0

w2ew
(

1

ew + e−z

)η
dw

The inner integral solves by parts with u = w2 and dv the remainder. Let t = ew + e−z, dt = ewdw (and note
dt = (t− e−z)dw for later). Then the second part is

v =

∫
t−ηdt =

1

−(η − 1)
t−(η−1) =

1

−(η − 1)

(
1

ew + e−z

)η−1
Assembling,

Iin(z) = uv

∣∣∣∣∞
0

−
∫ ∞
0

vdu

=

[
w2

−(η − 1)

(
1

ew + e−z

)η−1]∞
0

−
∫ ∞
0

2w

−(η − 1)

(
1

ew + e−z

)η−1
dw

The first term at w = 0 is 0, and at ∞ the exponential factor and positive η − 1 dominate and drive it to 0; the first
term drops out. We solve the second term again by parts. With the same t substitution

dv =

(
1

ew + e−z

)η−1
dw =

(
1

t

)η−1
dt

t− e−z

This has the form of a known indefinite integral ((Gradshteyn and Ryzhik 1980, (2.117.4)))∫
dx

xm(a+ bx)
=

(−1)mbm−1

am
ln

(
a+ bx

x

)
+

m−1∑
k=1

−1kbk−1

(m− k)akxm−k
(L.7)

with m = η − 1, a = −e−z, and b = 1. So

v =

η−2∑
k=1

1

η − 1− k
1

e−kz

(
1

ew + e−z

)η−1−k
+

1

e−(η−1)z
ln

ew

ew + e−z

where we ignore the sum if η = 2, i.e. n = i. Note that in this case the integral is equivalent to (Gradshteyn and
Ryzhik 1980, (2.118.1)). Assembling

Iin(z) = uv

∣∣∣∣∞
0

−
∫ ∞
0

vdu

=
2

η − 1



[
η−2∑
k=1

1

η − 1− k
ekzw

(
1

ew + e−z

)η−1−k
we(η−1)z ln

ew

ew + e−z

]∞
0

−
∫ ∞
0

η−2∑
k=1

1

η − 1− k
ekz
(

1

ew + e−z

)η−1−k
dw −

∫ ∞
0

e(η−1)z ln
ew

ew + e−z
dw
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At w = ∞ the uv term goes to 0; this also happens at w = 0. This leaves the two integrals. In the second we split
out the k = η−2 term because it solves with a different definite integral (and as we said, if η = 2 the sum is ignored).

Iin(z) =
−2

η − 1



∫ ∞
0

e(η−2)z
(

1

ew + e−z

)
dw

+

∫ ∞
0

η−3∑
k=1

1

η − 1− k
ekz
(

1

ew + e−z

)η−1−k
dw

+

∫ ∞
0

e(η−1)z ln
ew

ew + e−z
dw


=
−2

η − 1
{Iin1 + Iin2 + Iin3}

The first integral uses the same t substitution and (Gradshteyn and Ryzhik 1980, (2.118.1))∫
dx

x(a+ bx)
= −1

a
ln(

a+ bx

x
) (L.8)

with a = −e−z and b = 1.

Iin1 =

∫ ∞
0

e(η−2)z
(

1

ew + e−z

)η−1−k
dw

=

∫ e−z

0

dt

tη−1−k
(t− e−z)

= e(η−2)zfrac−1−e−z ln
t− e−z

t

∣∣∣∣−e−z
0

= e(η−2)zez ln
ew

ew + e−z

∣∣∣∣∞
0

= e(η−1)z ln(1 + e−z) (L.9)

In the last step, at w =∞ the logarithm goes to 0, and at w = 0 it becomes −ln(1 + e−z).

The second integral again involves (Gradshteyn and Ryzhik 1980, (2.117.4)) after substituting t = ew + e−z,
dt = ewdw = (t− e−z)dw.

Iin2 =

∫ ∞
0

η−3∑
k=1

1

η − 1− k
ekz
(

1

ew + e−z

)η−1−k
dw

=

η−3∑
k=1

1

η − 1− k
ekz
∫ ∞
0

(
1

t

)η−1−k
dt

t− e−z
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With m = η − 1− k, a = −e−z, and b = 1 in (L.7)

=

η−3∑
k=1

1

η − 1− k
ekz

{
(−1)η−1−k(1)η−2−k

(−e−z)η−1−k
ln
t− e−z

t
+

η−2−k∑
l=1

(−1)l(1)l−1

(η − 1− k − l)e−lz

(
1

ew + e−z

)η−1−k−l}∞
0

=

η−3∑
k=1

1

η − 1− k
ekz

{
e(η−1−k)z ln

ew

ew + e−z
+

η−2−k∑
l=1

1

η − 1− k − l
elz
(

1

ew + e−z

)η−1−k−l}∞
0

where both terms go to zero at w =∞, leaving

=

η−3∑
k=1

1

η − 1− k
ekz

{
e(η−1−k)z ln(1 + e−z)−

η−2−k∑
l=1

1

η − 1− k − l
elz
(

1

1 + e−z

)η−1−k−l}
(L.10)

For the third of these we substitute t = e−z−w, dt = −e−z−wdw = −tdw, which transforms the integration limits
to e−z and 0.

Iin3 =

∫ ∞
0

e(η−1)z ln
ew

ew + e−z
dw

= −e(η−1)z
∫ ∞
0

ln
(
1 + e−zw

)
dw

= −e(η−1)z
∫ e−z

0

1

t
ln(1 + t)dt

This has no known integral and we must switch to the power series of the logarithm, integrating term by term. Using
(Gradshteyn and Ryzhik 1980, (1.511))

ln(1 + x) =

∞∑
k=1

(−1)k+1x
k

k

the integral becomes

Iin3 = −e(η−1)z
∫ e−z

0

1

t

∞∑
k=1

(−1)k+1 t
k

k
dt

= −e(η−1)z
∞∑
k=1

(−1)k − 1

∫ e−z

0

tk−1

k
dt

= −e(η−1)z
∞∑
k=1

(−1)k − 1

[
tk

k2

]e−z
0

= −e(η−1)z
∞∑
k=1

(−1)k − 1
e−zk

k2

= e(η−1)z
∞∑
k=1

(−e−z)k

k2

= e(η−1)z Li2(−e−z) (L.11)
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where Li2() is the dilogarithm. It converges within the unit circle. When we integrate over z we will need a
transformation outside the circle.

Combining all three integrals we get

Iin(z) =
−2

η − 1



e(η−1)z ln(1 + e−z)

+

η−3∑
k=1

1

η − 1− k
ekz

{
e(η−1−k)z ln(1 + e−z)−

η−2−k∑
l=1

1

η − 1− k − l
elz
(

1

1 + e−z

)η−1−k−l}
+e(η−1)z Li2(−e−z)



=
2

η − 1



−e(η−1)z ln(1 + e−z)−
η−3∑
k=1

1

η − 1− k
e(η−1)z ln(1 + e−z)

+

η−3∑
k=1

η−2−k∑
l=1

1

η − 1− k
1

η − 1− k − l
e(k+l)z

(
1

1 + e−z

)η−1−k−l
−e(η−1)z Li2(−e−z)



=
2

η − 1



−
η−2∑
k=1

1

η − 1− k
e(η−1)z ln(1 + e−z)

+

η−3∑
k=1

η−2−k∑
l=1

1

η − 1− k
1

η − 1− k − l
e(k+l)z

(
1

1 + e−z

)η−1−k−l
−e(η−1)z Li2(−e−z)


(L.12)

The first term in the second step is the same as the case k = η − 2 in the first sum, so we have combined the two in
the third step by shifting the upper limit. As usual, ignore the series if the upper bound is less than the lower: for
i = n (η = 2) in the first series, or i = n− 1 or i = n in the second.

Now we can evaluate the outer integral, (L.5).

E
{
D2
i,logis

}
=

σ2n!

(i− 2)!(n− i)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−ηz

−2

η − 1
Iindz

=
2σ2n!

(i− 2)!(n− i+ 1)!

∫ ∞
−∞

(
1

1 + e−z

)i
e−ηzIin

=
2σ2n!

(i− 2)!(n− i+ 1)!



−
η−2∑
k=1

1

η − 1− k

∫ ∞
−∞

e−z
(

1

1 + e−z

)i
ln(1 + e−z)dz

+

η−3∑
k=1

η−2−k∑
l=1

1

η − 1− k
1

η − 1− k − l

∫ ∞
−∞

e(k+l−η)z
(

1

1 + e−z

)n+1−k−l

dz

−
∫ ∞
−∞

e−z
(

1

1 + e−z

)i
Li2(−e−z)dz
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E
{
D2
i,logis

}
=

2σ2n!

(i− 2)!(n− i+ 1)!



−
η−2∑
k=1

1

η − 1− k
Iout1

+

η−3∑
k=1

η−2−k∑
l=1

1

η − 1− k
1

η − 1− k − l
Iout2

−Iout3


(L.13)

(L.14)

After substituting t = 1 + e−z, dt = −e−zdz and changing the integration bounds z = −∞ to t =∞ and z =∞
to t = 1, the first outer integral becomes

Iout1 =

∫ ∞
−∞

e−z
(

1

1 + e−z

)i
ln(1 + e−z)dz

=

∫ ∞
1

t−i ln tdt

This integral also appears in the outer integral for the expected spacing. Integrating by parts with u = ln t, du = dt/t,
dv = t−idt, and v = t−i+1/(−i+ 1) we have

Iout1 =

[
1

−i+ 1
t−i+1 ln t

]∞
1

−
∫ ∞
1

1

−i+ 1
t−i+1 1

t
dt

=

[
1

−i+ 1
t−i+1 ln t

]∞
1

−
∫ ∞
1

1

−i
t−idt

=

[
1

−i+ 1
t−i+1 ln t

]∞
1

−
[

1

−i+ 1

1

−i+ 1
t−i+1

]∞
1

=

[
t−i+1

−i+ 1
ln t− t−i+1

(−i+ 2)2

]∞
1

=

(
1

−i+ 1

)2

(L.15)

The second integral is known (Gradshteyn and Ryzhik 1980, (3.314))∫ ∞
−∞

e−µx

(eβ/γ + e−x/γ)ν
dx = γeβ(µ−ν/γ)B(γµ, ν − γµ) (L.16)

where B() is the beta function, which for integral arguments simplifies to

B(a, b) =
(a− 1)!(b− 1)!

(a+ b− 1)!
(L.17)

Fitting our integral, we have µ = η − k − l, ν = n+ 1− k − l, β = 0, and γ = 1. The definite integral has a number
of conditions to check: |β| < πRe(γ), i.e. 0 < π ; Re(ν/γ) > Re(µ), or n− i+ 2− k − l > n+ 1− k − l which is true
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because i ≥ 2; and Re(µ) > 0, or n− i+ 2− k− l > 0 with either of the maximum indices kmax = n− i− 1, l = 1 or
k = 1, lmax = n− i. Then

Iout2 =

∫ ∞
−∞

e−(η−k−l)z
(

1

1 + e−z

)n+1−k−l

dz

= B(η − k − l, n+ 1− k − l)
= B(n− i+ 2− k − l, n+ 1− k − l)

=
(n− i+ 1− k − l)!(i− 2)!

(n− i+ 2− k − l + (i− 1)− 1)!

=
(η − 1− k − l)!(i− 2)!

(n− k − l)!
(L.18)

The dilogarithm integral must be split to stay within its radius of convergence, the unit circle. This occurs at
z = 0; that is, for z ≥ 0 we are within the unit circle, and z < 0 outside. We use the transformation (Maximon 2003,
(3.2))

Li2(
1

z
) = −Li2(z)− π2

6
− 1

2
(ln(−z))2 (L.19)

In other words, we end up calculating

Iout3 =

∫ ∞
−∞

e−z
(

1

1 + e−z

)i
Li2(−e−z)dz

=

∫ ∞
0

e−z
(

1

1 + e−z

)i
Li2(−e−z)dz −

∫ 0

−∞
e−z

(
1

1 + e−z

)i
Li2(−ez)dz

−
∫ 0

−∞
e−z

(
1

1 + e−z

)i
π2

6
dz −

∫ 0

−∞
e−z

(
1

1 + e−z

)i
1

2
(ln(ez))2dz

=

∫ ∞
0

e−z
(

1

1 + e−z

)i ∞∑
k=1

(−e−z)k

k2
dz −

∫ 0

−∞
e−z

(
1

1 + e−z

)i ∞∑
k=1

(−ez)k

k2
dz

− π2

6

∫ 0

−∞
e−z

(
1

1 + e−z

)i
dz − 1

2

∫ 0

−∞
z2e−z

(
1

1 + e−z

)i
dz

=

∞∑
k=1

(−1)k

k2

∫ ∞
0

e−(k+1)z

(
1

1 + e−z

)i
dz −

∞∑
k=1

(−1)k

k2

∫ ∞
0

e(k−1)z
(

1

1 + e−z

)i
dz

− π2

6

∫ 0

−∞
e−z

(
1

1 + e−z

)i
dz − 1

2

∫ 0

−∞
z2e−z

(
1

1 + e−z

)i
dz

=

∞∑
k=1

(−1)k

k2
Iout3A −

∞∑
k=1

(−1)k

k2
Iout3B −

π2

6
Iout3C −

1

2
Iout3D (L.20)

The first two series integrals we tackle the same way. By substituting t = e−z, dt = −e−zdz we convert each to a
rational function that must be solved repeatedly by parts until the degree is reduced to one, at which point a simple
integral finishes the process.
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The first integral converts to

Iout3A =

∫ ∞
0

e−(k+1)z

(
1

1 + e−z

)i
dz

=

∫ 1

0

tk
(

1

1 + t

)i
dt

This fits the form of the (Gradshteyn and Ryzhik 1980, (2.111)) solutions. The starting point is (Gradshteyn and
Ryzhik 1980, (2.111.2))∫

xjdx

(a+ bx)m
=

xj

(a+ bx)m−1(j + 1−m)b
− ja

(j + 1−m)b

∫
xj−1dx

(a+ bx)m
(L.21)

with j = k counting down, m = i, and a = b = 1. This obviously fails if j = m− 1, so if we start below this value the
recursion ends at (Gradshteyn and Ryzhik 1980, (2.111.1))∫

dx

(a+ bx)m
=

1

b(−m+ 1)

1

(a+ bx)m−1
(L.22)

If we do not, then another recursion takes over, (Gradshteyn and Ryzhik 1980, (2.111.3))∫
xm−1dx

(a+ bx)m
= − xm−1

(a+ bx)m−1(m− 1)b
+

1

b

∫
xm−2dx

(a+ bx)m−1
(L.23)

Both exponents decrease by one in the next step, so the form continues to hold and we continue down this chain. It
ends at (Gradshteyn and Ryzhik 1980, (2.111.1, second formula))∫

dx

a+ bx
=

1

b
ln(a+ bx) (L.24)

If we start with k < i− 1, the recursion becomes

Iout3A =

k∑
j=1

tj

(1 + t)i−1
−1

i− j − 1

k∏
l=j+1

l

i− 1− l
− 1

i− 1

1

(1 + t)i−1

k∏
l=1

l

i− 1− l

The first sum comes from (L.21), the last term from (L.22). Here we’ve inverted the signs so that the denominator
factors are always positive. The j+ 1 lower bound on the product in the sum represents the scaling from the previous
step; as usual, when the lower bound is greater than the upper for the j = k step, the product is ignored, or considered
to be one. For a given j the product can re-written with factorials to represent the cut-off of factors.

k(k − 1)(k − 2) . . . (j + 1)

(i− k − 1)(i− k)(i− k + 1) . . . (i− (j + 1)− 1)
=

k!

(lmin − 1)!

(i− (lmax − 1)− 1)!

(i− (j − 1)− 1)!
=
k!

j!

(i− k − 2)!

(i− j − 2)!

For the (L.22) term this also applies, with lmin = 1 or j = 0, so that product becomes

k!(i− k − 2)!

(i− 2)!
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Thus,

Iout3A =

k∑
j=1

tj

(1 + t)i−1
−1

i− j − 1

k!

j!

(i− k − 2)!

(i− j − 2)!
− 1

(1 + t)i−1
1

i− 1

k!(i− k − 2)!

(i− 2)!

At the integration bounds t = 1 and t = 0, this simplifies to

Iout3A =

k∑
j=1

1

2i−1
−1

i− j − 1

k!

j!

(i− k − 2)!

(i− j − 2)!
− 1

2i−1
1

i− 1

k!(i− k − 2)!

(i− 2)!
+

1

i− 1

k!(i− k − 2)!

(i− 2)!

=

k∑
j=1

1

2i−1
−1

i− j − 1

k!

j!

(i− k − 2)!

(i− j − 2)!
+

1

i− 1

(
1− 1

2i−1

)
k!(i− k − 2)!

(i− 2)!

=
k!(i− k − 2)!

2i−1

2i−1 − 1

(i− 1)!
−

k∑
j=1

1

j!(i− j − 1)!

 (L.25)

If k ≥ i− 1 then we have a different set of series for the integral.

Iout3A =

k∑
j=i

tj

(1 + t)i−1
(−1)k−j

j + 1− i

k∏
l=j+1

l

l + 1− i

+

i∑
j=2

(−1)k−i
(

t

1 + t

)j−1
1

j − 1

k∏
l=i

l

l + 1− i
+ (−1)k−i+1 ln(1 + t)

k∏
l=i

l

l + 1− i

The products in the second sum and third term are frozen when we leave the (L.21) recursion for (L.23). The first
series represents that first chain, as can be seen with the constant i− 1 exponent in the denominator, and the second
series the other, with the same exponent for the t and t+ 1 factors. The product is now

k(k − 1)(k − 2) . . . (j + 1)

(k + 1− i)(k − i)(k − 1− i) . . . (j + 2− i)
=

k!

(lmin − 1)!

(lmin − i)!
(k + 1− i)!

=
k!

j!

(j + 1− i)!
(k + 1− i)!

with lmin = j + 1. The frozen value is

k!

(i− 1)!(k + 1− i)!
=

(
k

i− 1

)
Shifting the index of the second sum by one, the indefinite integral is

Iout3A =

k∑
j=i

tj

(1 + t)i−1
(−1)k−j

j + 1− i
k!

j!

(j + 1− i)!
(k + 1− i)!

+ (−1)k−i
i−1∑
j=1

(
t

1 + t

)j
1

j

(
k

i− 1

)
+ (−1)k+1−i

(
k

i− 1

)
ln(1 + t)
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Evaluating at the integration bound t = 0 everything drops, leaving for t = 1

Iout3A =

k∑
j=i

1

2i−1
(−1)k−j

j + 1− i
k!

j!

(j + 1− i)!
(k + 1− i)!

+ (−1)k−i
(

k

i− 1

) i−1∑
j=1

1

j

1

2j
+ (−1)k+1−i

(
k

i− 1

)
ln 2

=

k∑
j=i

1

2i−1
(−1)k−j

j + 1− i
k!

j!

(j + 1− i)!
(k + 1− i)!

+ (−1)k−i
(

k

i− 1

)
i−1∑
j=1

1

j

1

2j
− ln 2


= (−1)k−1

k!

(k + 1− i)!

 k∑
j=i

(−1)j

2i−1
(j − i)!
j!

+ (−1)i
1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2


 (L.26)

The second sum has a clear interpretation. With Gradshteyn and Ryzhik (1980, (0.241))

∞∑
k=1

1

k

1

2k
= ln 2

we see that it is equivalent to the infinite sum starting at i

i−1∑
j=1

1

j2j
− ln 2 = −

∞∑
j=i

1

j2j

The second integral, with the same substitution, has the opposite sign to the t exponent.

Iout3B =

∫ 0

−∞
e(k−1)z

(
1

1 + e−z

)i
dz

=

∫ ∞
1

(
1

t

)k (
1

1 + t

)i
dt

This follows the (Gradshteyn and Ryzhik 1980, (2.117)) indefinite integrals. Begin by decreasing the t exponent until
it reaches one (Gradshteyn and Ryzhik 1980, (2.117.1)).∫

dx

xn(a+ bx)m
=

−1

(n− 1)axn−1(a+ bx)m−1
+
b(2− n−m)

a(n− 1)

∫
dx

xn−1(a+ bx)m
(L.27)

Then change the 1 + t exponent until it reaches one (Gradshteyn and Ryzhik 1980, (2.117.3)).∫
dx

x(a+ bx)m
=

1

a(m− 1)(a+ bx)m−1
+

1

a

∫
dx

x(a+ bx)m−1
(L.28)

Finally terminate the chain with (L.8). For these integrals a = b = 1, the (L.27) sum is over the dilogarithm index k,
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and the (L.28) sum over the spacing index i. Writing the recursions as series,

Iout3B =

k∑
j=2

−1

(j − 1)tj−1(1 + t)i−1

k∏
l=j+1

2− l − i
l − 1

+
∑
j=2

i
1

(j − 1)(1 + t)j−1

k∏
l=1

2− l − i
l − 1

− ln
1 + t

t

k∏
l=1

2− l − i
l − 1

=

k∑
j=2

(−1)k−j+1

(j − 1)tj(1 + t)i−1

k∏
l=j+1

i+ l − 2

l − 1
+

i∑
j=2

(−1)k−1

(j − 1)(1 + t)j−1

k∏
l=1

l + i− 2

l − 1

− (−1)k−1 ln
1 + t

t

k∏
l=1

l + i− 2

l − 1

The product expands to

(i+ k − 2)(i+ k − 3)(i+ k − 4) . . . (i+ j − 1)

(k − 1)(k − 2)(k − 3) . . . j
=

(i+ k − 2)!

(i+ j − 2)!

(j − 1)!

(k − 1)!

When finished with (L.27), the scaling factor fixes at l = 2 or j = 1,

(i+ k − 2)!

(i− 1)!(k − 1)!

So

Iout3B =

k∑
j=2

(−1)k−j+1

(j − 1)tj(1 + t)i−1
(i+ k − 2)!

(i+ j − 2)!

(j − 1)!

(k − 1)!

+
(i+ k − 2)!

(i− 1)!(k − 1)!
(−1)k−1


i∑

j=2

1

(j − 1)(1 + t)j−1
− ln

1 + t

t


At the integration bound t = ∞ the factors of t in both series are in the denominator, so they go to zero. The log
term is also 0. This leaves only the t = 1 bound, or

Iout3B = −
k∑
j=2

(−1)k−j+1

(j − 1)2i−1
(i+ k − 2)!

(i+ j − 2)!

(j − 1)!

(k − 1)!
− (i+ k − 2)!

(i− 1)!(k − 1)!
(−1)k−1


i∑

j=2

1

(j − 1)2j−1
− ln 2


=

(−1)k(i+ k − 2)!

(k − 1)!

 k∑
j=2

(−1)j

2i−1
(j − 2)!

(i+ j − 2)!
+

1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2


 (L.29)
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The third integral goes directly. Let t = 1 + e−z, dt = −e−zdz.

Iout3C =

∫ 0

−∞
e−z

(
1

1 + e−z

)i
dz

=

∫ ∞
2

t−idt

=
1

−i+ 1
t−i+1

∣∣∣∣∞
2

= − 2−i+1

−i+ 1
(L.30)

The fourth integral is done by parts, with u = z2, du = 2zdz, and dv = e−z(1/(1 + e−z))idz. This integrates
directly by substituting t = 1 + e−z, dt = −e−zdz,

v = −
∫
t−idt =

−1

−i+ 1

(
1

1 + e−z

)i−1
At both integration bounds the product uv disappears, from the u contribution at t = 0, from the reciprocal expo-
nential in v at infinity.

Iout3D =

∫ 0

−∞
z2e−z

(
1

1 + e−z

)i
dz

= uv

∣∣∣∣0
−∞
−
∫ 0

−∞
vdu

=

[
z2
−1

−i+ 1

(
1

1 + e−z

)i−1]0
−∞

−
∫ 0

−∞

−1

−i+ 1

(
1

1 + e−z

)i−1
2zdz

=

∫ 0

−∞

2

−i+ 1
z

(
1

1 + e−z

)i−1
dz

Again working by parts, u = z, du = dz , with dv the remainder. For v we use (L.7) with m = i − 1, a = 1, and
b = −1.

v =

∫
t−i+1 dt

1− t

=
(−1)i−1(−1)i−2

(1)i−1
ln

1− t
t

+

i−2∑
j=1

(−1)j(−1)j−1

(i− 1− j)(1)jti−1−j

= − ln
e−z

1 + e−z
−

i−2∑
j=1

1

i− 1− j

(
1

1 + e−z

)i−1−j
If i = 2 ignore the series; the integral reduces to (L.8). At the lower integration limit the logarithm drives the first
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term to zero, as does the exponential in the denominator the second term. Both terms also drop at t = 0, leaving

Iout3D = uv

∣∣∣∣0
−∞
−
∫ 0

−∞
vdu

=
2

−i+ 1

−z ln
e−z

1 + e−z
−

i−2∑
j=1

z

i− 1− j

(
1

1 + e−z

)i−1−j0

infty

− 2

−i+ 1

∫ 0

−∞

− ln
e−z

1 + e−z
−

i−2∑
j=1

1

i− 1− j

(
1

1 + e−z

)i−1−j dz

=
2

−i+ 1

∫ 0

−∞
ln

e−z

1 + e−z
dz +

2

−i+ 1

∫ 0

−∞

i−2∑
j=1

1

i− 1− j

(
1

1 + e−z

)i−1−j
dz

=
−2

−i+ 1

∫ 0

−∞
ln(1 + ez)dz +

2

−i+ 1

i−2∑
j=1

1

i− 1− j

∫ 0

−∞

(
1

1 + e−z

)i−1−j
dz

=
−2

−1 + 1

∫ ∞
0

ln(1 + e−z)dz +
2

−i+ 1

i−2∑
j=1

1

i− 1− j

∫ 0

−∞

(
1

1 + e−z

)i−1−j
dz

The first integral here has been solved (Gradshteyn and Ryzhik 1980, (4.223.1))∫ ∞
0

ln(1 + e−x)dx =
π2

12
(L.31)

The second integral we’ve just done in the last integration by parts, with m = i− 1− j, a = 1, and b = −1, giving∫ 0

−∞

(
1

1 + e−z

)i−1−j
dz =

(−1)i+j(−1)i−1−j

(1)i−1−j
ln

e−z

1 + e−z

+

i−2−j∑
l=1

1

i− 1− j − l
(−1)l(−1)l−1

(1)l

(
1

1 + e−z

)i−1−j−l

= − ln
e−z

1 + e−z
−
i−2−j∑
l=1

1

i− 1− j − l

(
1

1 + e−z

)i−1−j−l
which goes to zero at the t = −∞ limit, leaving terms at z = 0. The final result for the fourth integral is

Iout3D =
2

−i+ 1

−π2

12
+

i−2∑
j=1

1

i− 1− j

[
ln 2−

i−2−j∑
l=1

1

i− 1− j − l
1

2i−1−j−l

] (L.32)

We can pull everything together. Combining (L.13) and (L.20) and then substituting the individual results (L.15),
(L.18), (L.30), and (L.32), and removing η = n− i+ 2 first in Step 3 by substituting m = η− 1− k and then in Step
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4 reverting m→ k,

E
{
D2
i,logis

}
=

2σ2n!

(i− 2)!(n− i+ 1)!



−
n−i∑
k=1

1

n− i+ 1− k
Iout1

+

n−i−1∑
k=1

n−i−k∑
l=1

1

n− i+ 1− k
1

n− i+ 1− k − l
Iout2

−Iout3



=
2σ2n!

(i− 2)!(n− i+ 1)!



−
n−i∑
k=1

1

n− i+ 1− k
Iout1

+

n−i−1∑
k=1

n−i−k∑
l=1

1

n− i+ 1− k
1

n− i+ 1− k − l
Iout2

+

∞∑
k=1

(−1)k

k2
(Iout3B − Iout3A) +

π2

6
Iout3C +

1

2
Iout3D



=
2σ2n!

(i− 2)!(n− i+ 1)!



−
n−i∑
m=1

1

m

(
1

−i+ 1

)2

+

n−i∑
m=2

m−1∑
l=1

1

m

1

m− l
(m− l)!(i− 2)!

(m− 1− l + i)!

+

∞∑
k=1

(−1)k

k2
(Iout3B − Iout3A)

−π
2

6

2−i+1

−i+ 1

+
1

2

2

−i+ 1

−π2

12
+

i−2∑
j=1

1

i− 1− j

[
ln 2−

i−2−j∑
l=1

1

i− 1− j − l
1

2i−1−j−l

]



=
2σ2n!

(i− 2)!(n− i+ 1)!



−
n−i∑
k=1

1

k

(
1

−i+ 1

)2

+

n−i∑
k=2

k−1∑
l=1

1

k

(k − 1− l)!(i− 2)!

(k − 1− l + i)!

+

∞∑
k=1

(−1)k

k2
(Iout3B − Iout3A)

− 1

−i+ 1

π2

12

1

2i

+
1

−i+ 1

i−2∑
j=1

1

i− 1− j

[
ln 2−

i−2−j∑
l=1

1

i− 1− j − l
1

2i−1−j−l

]



(L.33)

33



The dilogarithm series has not been expanded, because we have to consider the two cases. If k < i − 1, using
(L.29) and (L.25)

Iout3B − Iout3A =
(−1)k(i+ k − 2)!

(k − 1)!

 k∑
j=2

(−1)j

2i−1
(j − 2)!

(i+ j − 2)!
+

1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2




− k!(i− k − 2)!

2i−1

2i−1 − 1

(i− 1)!
−

k∑
j=1

1

j!(i− j − 1)!

 (L.34)

otherwise with (L.29) and (L.26)

Iout3B − Iout3A =
(−1)k(i+ k − 2)!

(k − 1)!

 k∑
j=2

(−1)j

2i−1
(j − 2)!

(i+ j − 2)!
+

1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2




− (−1)kk!

(k + 1− i)!

 k∑
j=1

(−1)j

2i−1
(j − i)!
j!

+ (−1)i
1

(i− 1)!


i−1∑
j=1

1

j2j
− ln 2


 (L.35)

The variance follows by subtracting the square of the expected spacing.
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Appendix 4 Spacing for Gumbel Variates

Density Function

Starting with the distribution’s density functions and using z = e−(x+y−µ)/σ, dz = −(z/σ)dx, and w = ey/σ, so that
wz = e−(x−µ)/σ,

f(x) =
wz

σ
e−wz f(x+ y) =

z

σ
e−z

F (x) = e−wz F (x+ y) = e−z

Including y in the z substitution simplifies F (x + y), which in turn will simplify the form of the spacing’s density
function. The integration limits change from x = [−∞,+∞] to z = [+∞, 0].

fDi,gumb(y) =
n!

(i− 2)!(n− i)!

∫ 0

∞

(
e−wz

)i−2 (
1− e−z

)n−i (wz
σ
e−wz

)( z
σ
e−z
)(
−σ
z
dz
)

=
n!

(i− 2)!(n− i)!
w

σ

∫ ∞
0

e−(w(i−1)+1)zz
(
1− e−z

)n−i
dz

=
n!

(i− 2)!(n− i)!
w

σ
(−1)n−i

∫ ∞
0

ze−(w(i−1)+1)z
(
e−z − 1

)n−i
dz

Using (Gradshteyn and Ryzhik 1980, (3.432.1))∫ ∞
0

xν−1e−mx
[
e−x − 1

]p
dx = Γ(ν)

p∑
k=0

(−1)k
(
p

k

)
1

(p+m− k)
ν

with ν = 2, m = w(i− 1) + 1, and p = n− i, we get directly

fDi,gumb(y) =
n!

(i− 2)!(n− i!)
ey/σ

σ
(−1)n−i

n−i∑
k=0

(−1)k
(
n− i
k

)
1(

ey/σ(i− 1) + n− i+ 1− k
)2 (G.1)

Expected Spacing

Letting w = y/σ the expected spacing is

E
{
Di,gumb

}
=

∫ ∞
0

yfDi(y)dy

=

∫ ∞
0

n!

(i− 2)!(n− i)!
y

σ
ey/σ(−1)n−i

n−i∑
k=0

(−1)k
(
n− i
k

)
1(

ey/σ(i− 1) + n− i+ 1− k
)2 dy

=
n!

(i− 2)!(n− i)!
(−1)n−i

n−i∑
k=0

(−1)k
(
n− i
k

)∫ ∞
0

wew
1(

ew(i− 1) + n− i+ 1− k
)2σdw

=
n!

(i− 2)!(n− i)!
(−1)n−i

σ

(i− 1)2

n−i∑
k=0

(−1)k
(
n− i
k

)∫ ∞
0

wew

(ew + α)2
dw
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making the substitution α = (n − i + 1 − k)/(i − 1) for convenience. The integral is done by parts, with u = w,
du = dw, and

dv =
ew

(ew + α)
2 dw

v = − 1

ew + α

so that∫ ∞
0

wew

(ew + α)
2 dw =

[
− w

ew + α
+

∫ ∞
0

dw

ew + α

]∞
0

The integral has the known form (Gradshteyn and Ryzhik 1980, (2.313.1))∫
dx

a+ bemx
=

1

am
[mx− ln (a+ bemx)]

with a = α, b = 1, and m = 1. Substituting back,∫ ∞
0

wew

(ew + α)
2 dw =

[
− w

ew + α
+

1

α

{
w − ln (ew + α)

}]∞
0

=

[
wew

α (ew + α)
− 1

α
ln (ew + α)

]∞
0

=

[
w

α (1 + αe−w)
− 1

α
ln (ew + α)

]∞
0

As w →∞ both terms are equal and cancel, and at w = 0 only the logarithm remains, giving∫ ∞
0

wew(
ew + α

)2 dw =
1

α
ln(α+ 1) =

i− 1

n− i+ 1− k
ln
n− k
i− 1

Then

E
{
Di,gumb

}
=

n!

(i− 2)!(n− i)!
(−1)n−i

σ

(i− 1)2

n−i∑
k=0

(−1)k
(
n− i
k

)
i− 1

n− i+ 1− k
ln

(
n− k
i− 1

)

=
n!

(i− 2)!(n− i)!
(−1)n−i

σ

i− 1

n−i∑
k=0

(−1)k
(
n− i
k

)
1

n− i+ 1− k
ln

(
n− k
i− 1

)
(G.2)

However, this form is numerically sensitive, and for n > 30 the sum begins to diverge from numeric integration of the
base equations, even using high-precision math libraries. More work is needed.

To simplify this to the final form, first we can re-write the factorials.

n!

(i− 2)!(n− i)!
1

i− 1
=

in!

i!(n− i)!
= i

(
n

i

)
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Separating the logarithm and using m = n− i for the second series,

E
{
Di,gumb

}
=i

(
n

i

)
(−1)n−iσ

n−i∑
k=0

(−1)k
(
n− i
k

)
1

n− i+ 1− k
ln(n− k)

− i
(
n

i

)
(−1)n−iσ

m∑
k=0

(−1)k
(
m

k

)
1

m− k + 1
ln(i− 1)

We want to put the second series in a standard form with a known value (Gradshteyn and Ryzhik 1980, (0.155.1))

n∑
k=1

(−1)k+1 1

k + 1

(
n

k

)
=

n

n+ 1

We do this by pulling out the first term, substituting k′ = m− k, and adding in an extra, last term to the the sum.

m∑
k=0

(−1)k
(
m

k

)
1

m− k + 1
ln(i− 1)

= ln(i− 1)

{
1

m+ 1
+

m∑
k=1

(−1)k
m!

k!(m− k)!

1

m− k + 1

}

= ln(i− 1)

{
1

m+ 1
+

0∑
k′=m−1

(−1)m−k
′ m!

(m− k′)!k′!
1

k′ + 1

}

= ln(i− 1)

{
1

m+ 1
+ (−1)m

m−1∑
k′=0

(−1)k
′
(
m

k′

)
1

k′ + 1

}

= ln(i− 1)

{
1

m+ 1
+ (−1)m + (−1)m

m−1∑
k′=1

(−1)k
′
(
m

k′

)
1

k′ + 1

}

= ln(i− 1)

{
1

m+ 1
+ (−1)m − (−1)2m

(
m

m

)
1

m+ 1
+ (−1)m

m∑
k′=1

(−1)k
′
(
m

k′

)
1

k′ + 1

}

= ln(i− 1)

{
(−1)m − (−1)m

m∑
k′=1

(−1)k
′+1

(
m

k′

)
1

k′ + 1

}

= ln(i− 1)(−1)m
{

1− m

m+ 1

}
= ln(i− 1)(−1)m

1

m+ 1

= ln(i− 1)(−1)n−i
1

n− i+ 1

Substituting back,

E
{
Di,gumb

}
= i

(
n

i

)
(−1)n−iσ

{
n−i∑
k=0

(−1)k
(
n− i
k

)
1

n− i+ 1− k
ln(n− k)− (−1)n−i

1

n− i+ 1
ln(i− 1)

}
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To re-write the remaining series, make the substitution k′ = n− i− k so that

n−i∑
k=0

(−1)k
(
n− i
k

)
1

n− i+ 1− k
ln(n− k)

=

0∑
k′=n−i

(−1)n−i−k
′
(

n− i
n− i− k′

)
1

k′ + 1
ln(i+ k′)

= (−1)n−i
n−i∑
k′=0

(−1)k
′
(
n− i
k′

)
1

k′ + 1
ln(i+ k′)

The final result is

E
{
Di,gumb

}
= i

(
n

i

)
σ(−1)n−i

{
(−1)n−i

n−i∑
k=0

(−1)k
(
n− i
k

)
1

1 + k
ln(i+ k)− (−1)n−i

1

n− i+ 1
ln(i− 1)

}

= i

(
n

i

)
σ

{
n−i∑
k=0

(−1)k
(
n− i
k

)
1

1 + k
ln(i+ k)− 1

n− i+ 1
ln(i− 1)

}
(G.3)
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Appendix 5 Matching of Logistic Expected Spacing to Quantile Esti-
mator

To show the logistic expected spacing (14) matches the estimator (28), we first want to reduce the factorials. Place
everything on a common denominator.

E
{
Di,logis

}
=

σn!

(i− 2)!(n− i+ 1)!

{(
1

i− 1

)2

−
n−i∑
k=1

(n− i− k)!(i− 2)!

(n− k)!

}

=
σn!

(i− 2)!(n− i+ 1)!

{(
1

i− 1

)2

−
n−i∑
k=1

(n− i− k)!∏n−i+1
j=k (n− j)

}

=
σn!

(i− 2)!(n− i+ 1)!

1

i− 1

{
1

i− 1
−
n−i∑
k=1

(n− i− k)!∏n−i
j=k(n− j)

}

=
σn!

(i− 1)!(n− i+ 1)!

∏n−i
j=1(n− j)∏n−i
j=1(n− j)

{
1

i− 1
−
n−i∑
k=1

(n− i− k)!∏n−i
j=k(n− j)

}

=
σn!

(n− 1)!(n− i+ 1)!


∏n−i
j=1(n− j)
i− 1

−
n−i∑
k=1

(n− i− k)!

k−1∏
j=1

(n− j)


=

σn

(i− 1)(n− i+ 1)!


n−i∏
j=1

(n− j)− (n− i− 1)!(i− 1)−
n−i∑
k=2

(i− 1)(n− i− k)!

k−1∏
j=1

(n− j)


In the third line we have reduced the upper product limit by factoring out (i− 1), which combines in the fourth step
with (i− 2)!. In the fifth line we have combined the product introduced to the denominator with the (i− 1)! factor to
get (n− 1)!, while the one added to the numerator cancels the upper factors within the series, shifting the indices on
its product. In the sixth line we have separated the k = 1 term and factored out i−1 in the denominator. Combining
the first product and the last in the series, k = n− i,{

n−i∏
j=1

(n− j)

}
−

{
(i− 1)(n− i− (n− i))!

n−i−1∏
j=1

(n− j)

}

=
[
i− (i− 1)

] n−i−1∏
j=1

(n− j) = 1

n−i−1∏
j=1

(n− j)

Using this result as the new first term and matching the series at k = n− i− 1,{
1

n−i−1∏
j=1

(n− j)

}
−

{
(i− 1)(n− i− (n− i− 1))

n−i−2∏
j=1

(n− j)

}

=
[
(i+ 1)− (i− 1)

] n−i−2∏
j=1

(n− j) = 2!

n−i−2∏
j=1

(n− j)
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Now the third step with k = n− i− 2,{
2!

n−i−2∏
j=1

(n− j)

}
−

{
(i− 1)(n− i− (n− i− 2))!

n−i−3∏
j=1

(n− j)

}

= 2!
[
(i+ 2)− (i− 1)

] n−i−3∏
j=1

(n− j) = 3!

n−i−3∏
j=1

(n− j)

Continue down to k = 1. At this point we combine our new first term and the second term in the final E
{
Di,logis

}
equation.{

(n− 1)(n− i− 1)!

}
−
{

(i− 1)(n− i− 1)!

}
= (n− i)(n− i− 1)! = (n− i)!

Multiplying by the pre-factor we get

E
{
Di,logis

}
=

σn

(i− 1)(n− i+ 1)!
(n− i)! =

σn

(i− 1)(n− i+ 1)
(M.1)

This equation matches
∼
E
{
Di,logis

}
in the main text.

Example of Matching

An example might make this clearer. Let i = n− 5. Expanding (L.4) and multiplying terms to remove the denomi-
nators, we have

E
{
Di, logis

}
=

σn!

6!(n− 7)!

{(
1

n− 6

)2

−
5∑
k=1

(5− k)!(n− 7)!

(n− k)!

}

=
σn!

6!(n− 1)!

6∏
j=1

(n− j)

{(
1

n− 6

)2

−
5∑
k=1

(5− k)!(n− 7)!

(n− k)!

}

=
σn

6!(n− 6)

6∏
j=1

(n− j)

{(
1

n− 6

)
−

5∑
k=1

(5− k)!(n− 7)!(n− 6)

(n− k)!

}

=
σn

6!(n− 6)


5∏
j=1

(n− j)−
5∑
k=1

(5− k)!(n− 1)!(n− 6)

(n− k)!



=
σn

6!(n− 6)



(n− 1)(n− 2)(n− 3)(n− 4)(n− 5)

−4!(n− 6)

−3!(n− 1)(n− 6)

−2!(n− 1)(n− 2)(n− 6)

−1!(n− 1)(n− 2)(n− 3)(n− 6)

−0!(n− 1)(n− 2)(n− 3)(n− 4)(n− 6)
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The pairs of the first and last terms, working from bottom to top, reduce one by one to[
(n− 5)− 0!(n− 6)

]
(n− 1) . . . (n− 4) = 1!(n− 1) . . . (n− 4)[

1!(n− 4)− 1!(n− 6)
]
(n− 1) . . . (n− 3) = 2!(n− 1) . . . (n− 3)[

2!(n− 3)− 2!(n− 6)
]
(n− 1)(n− 2) = 3!(n− 1)(n− 2)[

3!(n− 2)− 3!(n− 6)
]
(n− 1) = 4!(n− 1)

4!(n− 1)− 4!(n− 6) = 5!

So

E
{
Di,logis

}
=

σn

6!(n− 6)
5! =

σn

6(n− 6)

which is the same as (M.1).
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